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Abstract: A smoke detection method is proposed in single-frame video sequence images for forest fire detection in
large space and complex scenes. A new superpixel merging algorithm is further studied to improve the existing ho-
rizon detection algorithm. This method performs Simple Linear Iterative Clustering (SLIC) superpixel segmentation
on the image, and the over-segmentation problem is solved with a new superpixel merging algorithm. The improved
sky horizon line segmentation algorithm is used to eliminate the interference of clouds in the sky for smoke detec-
tion. According to the spectral features, the superpixel blocks are classified by support vector machine (SVM). The
experimental results show that the superpixel merging algorithm is efficient and simple, and easy to program. The
smoke detection technology based on image segmentation can eliminate the interference of noise such as clouds
and fog on smoke detection. The accuracy of smoke detection is 77% in a forest scene, it can be used as an auxiliary
means of monitoring forest fires. A new attempt is given for forest fire warning and automatic detection.
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Intelligent image processing of forest fires is a
new field of research (L1u et al. 2018; WANG, CHEN
2019). In order to avoid the spread of fire, the real
time and accuracy of fire detection are crucial. In
addition, the prediction of the fire spread and the
fire location are also conducive to timely firefighting
(ZHAo et al. 2018). In the forest, due to the obstruc-
tion of trees, the appearance of smoke tends to be
earlier than that of the flame. Therefore, the study
of smoke detection can be an early warning of forest
fires based on digital images, and the fire location
is visually indicated. JAKOVCEVIC et al. (2011) made
a comprehensive summary of existing forest image
smoke detection algorithms based on video imag-

es: general fires can be detected from the spectral,
shape and motion characteristics of smoke, and then
other detection means are used to assist detection.
For example, the smoke is to blur the background
of the image, the spatial wavelet analysis is used to
detect smoke. In recent years, many scholars have
studied the self-similarity of smoke, i.e. the fractal
theory is used to detect smoke (FujiwARA, TERADA
2004; YAN 2011). However, the most traditional for-
est fire smoke detection algorithms only consider
fire detection in an ideal background of the image,
and the image is analysed at the pixel level. It is not
necessarily applicable to smoke recognition in com-
plex environments such as forests.
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Image segmentation is a key step from image pro-
cessing to image recognition. A single pixel does
not usually have any semantic information. If the
analysis is performed from a single pixel, the stabil-
ity of the algorithm is poor. Therefore, the image
segmentation technology can be used to segment
the forest image into several regions of uniform na-
ture, and the segmented pixel block is analysed for
smoke detection. Nowadays, superpixel segmenta-
tion is widely used in the field of image segmenta-
tion. The superpixel generation algorithm can be
divided into two categories: graph theory and gra-
dient descent. The SLIC superpixel segmentation
algorithm is based on gradient descent, it has bet-
ter dependence on the boundary and the algorithm
is simple and efficient (CHUNYAO et al. 2014). In
the subsequent processing, direct processing of su-
perpixel blocks can reduce the amount of computa-
tion and improve the robustness of the algorithm.

The damage caused by fire to humans is enormous.
If an alarm is detected early in the fire, the loss can
be greatly reduced. The traditional temperature-
sensing smoke fire detection technology is suscep-
tible to environmental factors (such as spatial height
and width, air flow rate, dust, humidity, etc.), and the
false alarm rate is high. Image-type fire detection has
the characteristics of non-contact detection, and has
become a new research field of fire detection tech-
nology in recent years. The existing image-based fire
detection is mostly based on algorithms such as fuzzy
neural networks and BP neural networks. Because
the neural network algorithm has the disadvantages
of learning, slow convergence and is easy to fall into
local minimum points, the sensitivity and stability of
fire detection are reduced (Hut et al. 2019). The sup-
port vector machine (SVM) adopts the principle of
structural risk minimization and takes into account
the training error and generalization ability (Cor-
TES, VAPNIK 1995; MEI, ZHANG 2018), which can
solve the practical problems of small samples, non-
linearity, high dimensionality and local minimum
points, it becomes a research hotspot in the field of
machine learning.

A forest fire smoke detection method is proposed
for single-frame still images in the present paper.
For the first time, the superpixel segmentation tech-
nique is applied to the field of forest fire detection.
A new superpixel merging algorithm is proposed to
solve the over-segmentation problem. The improved
sky horizontal line segmentation algorithm is used
to eliminate the interference of the sky part to the

detection. Finally, the SVM is used to classify the su-
perpixel block, the influence of the fixed threshold
is avoided by the algorithm adaptability. The algo-
rithm does not involve the motion characteristics of
smoke, and it breaks through the limitation of the
conventional forest fire smoke detection algorithm
that requires camera fixation (CELIK et al. 2006); it
is suitable for the case where the camera performs
dynamic panoramic sampling on the forest.

MATERIAL AND METHODS
SLIC superpixel segmentation

A superpixel is a small area consisting of a series
of pixels that are adjacent in position and have simi-
lar characteristics. SLIC is an improvement of the
k-means clustering algorithm. The distance between
pixels is defined according to colour and space. The
computational complexity is reduced by limiting the
search space, and the computational complexity is
linear with the number of pixels N, it is independent
of the number of superpixels K. The algorithm steps
are as follows (ACHANTA et al. 2012):

Initialization

K cluster centres are initialized for colour im-
ages in CIELAB space. To avoid placing the clus-
ter centre on the edge or noise point, the cluster
centre is moved to the lowest gradient of the 3 x 3
neighbourhood.

Allocation

In the allocation process, each pixel i is associat-
ed with its nearest cluster centre based on similar-
ity. The distance calculation is reduced by limiting
the search distance (searching only the 2S x 2S area
near the centre of the superpixel), it is the key to
algorithm acceleration.

Update

Once each pixel is categorized to the nearest
cluster, the cluster core is updated with the average
of the [la b x y]" vectors for all pixels in the region.
The norm L, is used to represent the error between
the new cluster core and the previous cluster core.
The assignment and update steps can be iterated
until L, converges, and it has been found that for a
typical image, 10 iterations can satisfy convergence.
Finally, the isolated pixels are merged into the near-
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est superpixel. Where, the measure of similarity is
given by the Eq. 1:

d. =, =1, +(a,~a) +(b,~b)’ 0
d =\/(xj —x) + (v, - )
d 2 d 2
D'= . e
(Nc) +(N,g)

In the Lab colour space, the Lab colour model con-
sists of three elements: brightness (L) and 4, b related
colours. L represents Luminosity, and the range of L
ranges from 0 (black) to 100 (white). Letter a repre-
sents a range from magenta to green (a is a negative
value indicating green and a positive value indicating
magenta), and b is a range from yellow to blue (b is a
negative value indicating blue and a positive value in-
dicating yellow). Advantages of Lab colour space: (1)
Unlike RGB and CMYK colour spaces, Lab colours
are designed to approximate human physiological
vision. It is dedicated to perceptual uniformity, and
its L component closely matches human brightness
perception. It can therefore be used to make an ac-
curate colour balance by modifying the output gra-
dation of the a and b components, or by using the L
component to adjust the brightness contrast. These
transformations are difficult or impossible in RGB or
CMYK. (2) Lab is considered a device-independent
colour model because it describes how colours are
displayed rather than the amount of specific colou-
rants required to produce colours from devices such
as monitors, printers, or digital cameras. (3) The co-
lour gamut is wide. It not only contains all the gam-
uts of RGB, CMYK, but also the colours they can't
express. The colour that the human eye can perceive
can be expressed by the Lab model. In addition, the
Lab colour model is also amazing in that it compen-
sates for the uneven colour distribution of the RGB
colour model, because the RGB model has too much
transition colour between blue and green, and lacks
yellow between green and red. And other colours.
If we want to preserve the widest colour gamut and
rich colours in the processing of digital graphics, it is
best to choose Lab.

If the picture has a total of N pixels and is pre-
segmented into K super-pixels of the same size,
then the size of each super-pixel is N/K, and the dis-
tance (step size) of adjacent seed points is approxi-
mately S = sgrt(N/K). D, stands for colour distance,
d_stands for spatial distance, and N is the maxi-
mum spatial distance within the class, it is defined as
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N, = § = sqrt(N/K), which is suitable for each cluster.
The maximum colour distance N_ varies from picture
to picture and from cluster to cluster, so a fixed con-
stant m (value range [1, 40], generally 10) is used in-
stead. (x, y) is the coordinates of the i, pixel in the
picture. To unify these two measures, it needs to be
normalized. D'is the similarity of the normalized pix-
el points (ACHANTA et al. 2012).

Superpixel merging

After segmenting the forest image with the su-
perpixel segmentation algorithm, the target smoke
region is divided into similar superpixel blocks,
which may cause overcutting, as shown in Fig. 2.
In order to solve the problem that the smoke target
is divided into multiple parts due to over-segmen-
tation, it is necessary to perform region merging in
the over-segmented image. The classical method
of region merging is the region adjacency graph
(RAG) and the nearest neighbour graph (NNG)
(Haris et al. 1998). The concept is clear, but the
implementation process is not simple.

A new superpixel merging algorithm is proposed
in this paper: the current pixel block is orderly tra-
versed, the over-segmentation problem of super-
pixel is solved by the iterative combination of the
current pixel block and the adjacent pixel block,
the complete smoke area is obtained, and Matlab is
used to execute the program simulation. The spe-
cific algorithm is as follows:

Algorithm 1: Smoke superpixel merging algorithm

Input: Over-segmented image
Output: superpixel merged image
[*Initial*/
Label=0, label_change=0
For each superpixel
Returns the label of the current block
If the current block has been marked
Jump out of the loop
End if
Take the superpixel block label adjacent to the
current block
/*Detects blocks that have been marked in

adjacent blocks*/
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Algorithm 1: to be continued

For each adjacent block

If adjacent blocks are not marked
End this cycle
Else
If the current block is
similar to the adjacent block
The current block is
labelled with the label of the adjacent block
End the entire cycle;
End if
End if
End for
If the current block is not marked
Label the current block with label, label _
change=1;
End if
/*Detects unmarked blocks in adjacent blocks*/
For each adjacent block
If adjacent blocks have been marked
End this cycle
Else
If the current block is similar to the
adjacent block
Mark adjacent blocks with the
label of the current block
End if
End if
End for
/ *Check if the label changes */
If label_change=1
Label plus 1; label_change reset to 0
End if
End for

After superpixel initialization segmentation, the
“label” in the algorithm is the region label which is as-
signed to each superpixel block, and the label is a new
label which is assigned to each merged pixel block
after superpixel combining. In order to obtain the
neighbouring block information of the current pixel
block, the current pixel block (A) can be expanded by
a 3 x 3 structural element (B) to obtain the contour
C = A + B - A, and all adjacent blocks of the current
block are determined by searching the area label of C.

The similarity between superpixels is measured by
the Bhattacharyya coefficient (hereinafter referred to
as the Barthel coefficient) between the grayscale his-
tograms (Eq. 2).

p= ﬁ:leist};Histg (2)
u=1

Where Hist, and Hist, refer to the normalized
grey histogram of the regions R and Q, and u rep-
resents the u-th element in the region. The larger
the Barthel coefficient, the higher the regional
similarity.

Horizontal line segmentation

When shooting a forest picture, the sky part is often
taken. Due to the similar spectral characteristics of
clouds and smoke, clouds are identified as suspected
regions when spectral features are used for suspected
region extraction. In order to reduce the interference
of the sky part, the sky horizontal line segmentation
algorithm is introduced here. Detecting the horizon
is very intuitive for people, but it is a great challenge
for the computer. The change of climate, the influ-
ence of different lighting in the day, the difference of
the terrain will change the appearance of the sky and
the ground, so a robust horizontal line detection al-
gorithm should study the relative differences between
the sky and the ground, it is not their absolute appear-
ance. In the existing research on the detection of the
horizontal line, the premise of most algorithms is to
assume that the horizon line is horizontal (QUN et
al. 2010). This paper refers to and improves the algo-
rithm of the literature (ETTINGER, NECHYBA 2002),
the detection of horizons is adapted for different
shapes. The thought is as follows.

Image binarization

The blue channel of the original image is taken,
the threshold is automatically determined accord-
ing to the maximum inter-class variance, and the
image is binarized.

Extract horizontal edges

The horizontal edges of the binarized image are
extracted with the Sobel vertical gradient template
-1 2-1
000
1 21
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The value of the row vector
is added to a point

(a) (b)
Fig. 1. Horizontal line detection: (a) candidate point selec-
tion, (b) division of the horizon

Detecting the horizon

The image is divided into x-segment vertical
strips, x is depending on the actual size of the im-
age. In each column, each row is processed, the
value of the row vector is added to one point row
by row, and several points with larger accumulated
values are selected as candidate points, as shown
in Fig. 1a, then the J value is obtained for the can-
didate points. The candidate point with the largest
J value is the edge point to be found, as shown in
Fig. 1b.

1
J=
1> |+\Zg [+ + 4+ A)" + (4 + 245+ A)°

Where:

3)

X;:[l/}s g; bf],ie{l,2,---,ns} (4)
xf=[r" g bflie{l2,,n,}
I <
u =— X.
s nS; 1
ey
Ug = n xl‘

g i=l

A, A% ,ie{1,2,3} represent the eigenvalues of the
matrices 2, and 2, , respectively. S stands for the
sky and g stands for the ground.

Horizou fitting

Straight-line fitting of edge points in different
column bands to fill the entire horizon.

Smoke recognition

In order to detect the smoke area, the pixel blocks
are classified after the superpixel is divided. In gen-
eral, the model classifier or heuristic threshold can be
used for classification (GENOVESE et al. 2011). Con-
sidering the adaptability of the system, the support
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vector machine (SVM) is used for smoke recognition.
The principle of SVM was described in many papers

(WEIDONG et al. 2001; CHEN et al. 2005; GUOHE
2011). In this paper, only LIBSVM is used to classify
superpixel blocks according to the characteristics of
spectral signals, namely smoke pixel blocks and non-
smoke pixel blocks (CHANG, Lin 2011).

Support Vector Machine (SVM) was first pro-
posed by Vapnik (CoRrRTES, VAPNIK 1995). Its main
idea is to map the input vector to a high-dimension-
al feature space through some predefined nonlinear
mapping, and create a hyperplane as the decision
surface in this space to maximize the isolation edge
between the positive and negative examples in the
identified sample. SVM-based fire identification in-
cludes the following steps:

(1) Performing a suspected flame area detection in
the fire image, and extracting the fire information
feature component in the suspected area;

(2) Selecting a training sample and a test sample by
the extracted feature components;

(3) Select the appropriate kernel function and pen-
alty factor, and use the training samples to establish
the SVM classification model;

(4) Input the test sample into the classification
model, and the classification accuracy rate is the fire
recognition rate.

The RGB colour space is based on three basic
colours of R (red), G (green), and B (blue), and it
is superimposed to different degrees to produce
rich and wide colours, so it is commonly called the
three primary colour mode. The RGB colour space
is the most basic, most common, hardware-orient-
ed colour space in image processing. The collected
colour images are generally saved by being divided
into R, G, and B components. However, images in
the natural environment are susceptible to natural
light, leaf occlusion, and shadows, i.e. they are sen-
sitive to brightness. The components of the RGB
colour space are closely related to the brightness,
as long as the brightness changes, the three compo-
nents will change accordingly. Therefore, the RGB
colour space is suitable for display systems, but it is
not suitable for image processing. The HIS colour
space is proposed for better digital processing of
colours. H is the hue, S is the saturation, and I is
the intensity.

There are many relevant features for research,
such as spectral features, texture features, geomet-
ric features, etc., but considering the complexity
of the forest environment, the uncertainty of the
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smoke shape and the limitation of the monitoring
distance, only the spectral information features of
the pixel block are analysed here. There is a clear
difference in spectral information between the
smoke itself and the forest background. In the RGB
and HIS colour spaces, the mean values of the su-
perpixel blocks R, G, B, M-N, S, and I, the mean
square error of the grey value of each pixel block
are extracted as input features of the pattern clas-
sifier. Where M and N are the maximum and mini-
mum values of R, G, and B, M-N is the difference
between the maximum and minimum values. 46
smoke pixel blocks and 53 background pixel blocks
are selected as the training set. In Table 1, the nor-
malized differences are shown between the three
typical smoke areas and the three typical non-
smoke areas. The difference in the mean values
of the three colour channels of the smoke area in
Table 1 is smaller than that of the non-smoke area,
and its saturation is low, and the colour is close to
greyish white (large I value), which is consistent
with the description of the nature of smoke in the
classical algorithm (CELIK et al. 2000).

Hue H (Hue) is measured by the angle, ranging
from 0° to 360°. It is calculated from the red coun-
terclockwise direction, red is 0°, green is 120°, and
blue is 240°. Their complementary colours are: 60°
for yellow, 180° for cyan, and 300° for magenta. The
colour changes sequentially from 0° to 359°. When
the angle reaches 360°, it is red, and the angle re-
turns to 0°, so the total is 360°, every change of 1°,
the hue will have a slight change. The saturation S
indicates the extent to what the colour is close to
the spectral colour. A colour can be thought of as
the result of mixing certain spectral colours with
white. The greater the proportion of the spectral
colour, the closer the colour to the spectral colour,
and the higher the saturation of the colour. The sat-
uration is high and the colour is deep and colourful.
The white colour component of the spectral colour
is 0, and the saturation is the highest. Usually, the

Table 1. Partial characteristic parameters (in %)

M-N S 1
Smoke area 1 3.67 2.03 93.16
Smoke area 2 5.11 3.43 90.27
Smoke area 3 7.51 5.62 67.71
Non-smoke area 1 6.51 28.75 11.40
Non-smoke area 2 15.64 12.44 74.72
Non-smoke area 3 17.02 29.13 28.44

value ranges from 0% to 100%. The larger the value,
the more saturated the colour. Intensity I is the rel-
ative darkness of a colour, it is usually measured as
a percentage of 0% (black) to 100% (white).

MEASURED AND
PERFORMANCE ANALYSIS

Experimental platform and image data source

The computer in this experiment was configured
as AMD AthlonTM II X2 250 processor with 3.0 Hz
clock speed and 2 GB memory. The experimental
simulations were performed on a PC, and the simula-
tion software was Matlab (MathWorks, Natick, USA).

The analysed picture data in this paper are all
from the Chinese Xiaoxing’anling forest area. The
picture collection methods include CCD camera
acquisition and SLR camera acquisition. The im-
ages in the actual project were captured only by
the CCD camera with a resolution of 1920 x 1080.
Picture smoke is produced by an artificial simula-
tion experiment in the autumn fire season, it has
the typical sense.

Superpixel segmentation and merge analysis

In order to increase the operation speed, the size
of the processed picture in Fig. 2 is adjusted to be
960 x 540. Fig. 2 shows the result of setting the su-
perpixel initialization segmentation under different
k-values. The order of labelling of the pixel blocks
is from top to bottom and from left to right. They
are judged and combined according to the merging
algorithm proposed in Superpixel Merging.

In the process of superpixel merging, the simi-
larity is measured according to the Barthel coefti-
cient of the adjacent hyperpixel block histogram.
In Fig. 3a is a pixel block labelled 0 in the initializa-
tion partition, it is labelled as 0 in the superpixel
merging algorithm, which is recorded as the cur-
rent pixel block. Fig. 3c and e are the adjacent pixel
blocks of Fig. 3a, respectively. Fig. 3b, d and f are
histograms corresponding to the superpixel blocks
in Fig. 3a, ¢, and e. In this example, it is assumed
that the threshold of the Barthel coefficient satisfy-
ing the superpixel block merging condition is 0.4,
i.e. when the Barthel coefficient of the grey histo-
gram of the two-pixel block region is larger than
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(a) k=104

(b) k = 28

Fig. 2. Superpixel segmentation

0.4, it can be considered that the two pixel blocks
are similar. As can be seen from the experiment,
in Fig. 3, the histograms b and d have the Barthel
coefficient of 0.8093, and the histograms b and f
have Babb’s coefficient of 0.7455, they indicate the
current pixel block and the adjacent pixel block, re-
spectively. If they are all similar, the adjacent pixel
block is labelled with the label of the current pixel
block.

The superpixel block number is obtained by ini-
tializing the division, it continues to be traversed.
Since the pixel block with the label 1 (it is shown in
Fig. 3c) has been given label=0, the loop is skipped.

In terms of segmentation accuracy, recall rate and
F-value, why the proposed algorithm is superior to
the literature (HARIS et al. 1998) and (ETTINGER,

150
100
50
0
0.3 0.4 0.5 0.6

(a) current pixel block (b) current pixel block histogram

200
150
100
50
0
0.3 0.4 0.5 0.6

(d) adjacent pixel block histogram

(c) adjacent pixel block

200
150
100

50

0
0.3 0.4 0.5 0.6
(f) adjacent pixel block histogram

(e) adjacent pixel block

Fig. 3. Similarity measure

156

https://doi.org/10.17221/82/2018-JFS

Fig. 4. Current pixel block

NEcHYBA 2002), the main reason is that the rough
centralized knowledge is used to classify.

Continue traversing, for initializing the pixel
block labelled 2 in the partition (like in Fig. 4), it is
compared with the surrounding pixel block, if it is
similar to the pixel block labelled 1, it is assigned
to label=0. Otherwise, give it a new label, label=1,
and its similarity is determined to the surrounding
pixel blocks. By analogy, iterative merging of pixel
blocks is performed.

In Fig. 5, the result of the superpixel combination
is shown after selecting the appropriate similarity
judgment threshold. It can be visually seen that the
smoke area has been segmented, but for the com-
puter, the pattern classification is still needed to
identify the smoke.

Horizon test results analysis

The process analysis of the horizon detection is
shown in Fig. 6. In Fig. 6b, the binarization threshold
of 120 is shown with the largest inter-class variance,
and a binarization figure is Fig. 6¢. In this example,
the image is divided into 12 column bands for analy-
sis. In each column band, the ordinates of the candi-
date points with the largest J value are 513, 497, 505,
505, 505, 505, 521, 529, 545, 561, 569, 577. The image
resolution is 1920 x 1080.

For an ideal picture, the dividing line is obvious be-
tween the sky part and the ground part, as shown in
Fig. 7a. However, for most of the actual picture data,
the distribution of pixels in the area where the sky
and the ground are covered by the mist is closer to
the sky part, so according to the criterion of this pa-
per, it is often divided into the sky part, as shown in

Fig. 5. Superpixel merging


https://www.agriculturejournals.cz/web/jfs/

Journal of Forest Science, 65, 2019 (4): 150—159

Original Paper

https://doi.org/10.17221/82/2018-JFS

(a) original image (b) blue channel

'.7 ,
§

(c) binarization (d) edge detection

Fig. 6. Horizon line detection process

Fig. 7b and d. For this article, it can just eliminate the
interference of the mist at the junction of the sky and
the ground on smoke detection and improve the ac-
curacy of detection.

For the case where the sky and ground line is bent,
as shown in Fig. 7c, d, the sky and ground lines in
the actual illustration are formed by straight fit-
ting the edge points in the adjacent divided column
bands, they are not very close to the actual sky and
ground line. In the judgment of the actual smoke
index, it is necessary to give a weight value based
on the distance between the smoke and the sky-
ground line. It is closer to the sky-ground line, the
detected smoke is more likely the mist of the sky
or the junction of the sky and the ground, and its
smoke risk index is the lower weight value.

Automatic smoke detection result
The forest fire pictures were collected and ana-

lysed in different environments, after image seg-
mentation 40 smoke pixel blocks and 60 non-

Best c =128 g=5.6569 CV Accuracy = 77%

100

Accuracy (%)

Fig. 8. 3D mesh parameter optimization

smoke pixel blocks were taken as test sets. Since
there is no public fire smoke database, most of the
test charts come from actual shooting, and a small
part comes from the Internet. Here, the probabil-
ity of detection is defined as the probability of cor-
rectly determining the smoke area and the non-
smoke area. The false alarm rate is the probability
of misidentifying the non-smoke area as the smoke
area, the missed detection rate is the probability of
misidentifying the smoke area as the non-smoke
area.

The SVM type is set to standard SVM (C_SVM),
the kernel function is a universal radial basis (RBF)
kernel function. Fig. 8 shows a three-dimensional
illustration of parameter optimization with cross-
validation, the penalty factor ¢ = 128 and the kernel
function g = 5.6569. For a more detailed description

(b) test results

(a) original image (b) haeven and earth detection

¢) haeven and earth line detection (d) h. and e. line detection

Fig. 7. Sky horizontal line segmentation results

(c) original image (d) test results

(d) test results

(c) original image

Fig. 9. Original smoke map and segmentation results
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of the LIBSVM parameters, please refer to CHANG,
Lin (2011).

In this experiment, the detection accuracy was
77%, the false alarm rate was 14%, and the missed
detection rate was 9%. To reduce the impact of dif-
ferent lighting conditions, different forest environ-
ments and different shooting conditions, it is also
necessary to adjust the number of training samples,
the amount of features are increased, and the rel-
evant parameters of LIBSVM are adjusted. In prac-
tical applications, training samples need to be col-
lected according to actual scenarios for training, it
increases the system robustness. The test results of
some pictures are shown in Fig. 9.

CONCLUSION

Since the smoke occurs earlier than the flame,
smoke detection is critical for early forest fire de-
tection. Traditional forest fire smoke detection al-
gorithms have to combine the static and dynamic
characteristics of smoke, but in reality, the camera is
not always static, which makes it difficult to extract
dynamic features. In this paper, we study the smoke
detection in single-frame video images. Firstly, the
SLIC superpixel segmentation algorithm groups
pixels according to the similarity of position and
colour, which reduces the complexity of subsequent
processing and reduces the influence of noise points
on detection. After detection of the boundary line
between the sky and the ground, the interference
of the largest interferer — clouds is eliminated for
smoke detection, which is crucial for reducing the
false detection rate. Finally, the SVM classifier with
strong classification ability is used to classify the su-
perpixels. Compared with the traditional method
of setting the fixed threshold detection, the pattern
classifier can reduce the false detection rate and test
the correct detection of forest fire smoke.

In this paper, only the spectral information fea-
tures of smoke are used as input to the SVM clas-
sifier. Further, texture features and shape features
can be combined to increase the accuracy of detec-
tion. In addition, the smoke detection algorithm
proposed here is suitable only for the case where
the daytime light is good, and the night-time fire
detection requires the use of an infrared camera for
flame detection.

SVM recognizes fires with good effects. SVM
has a significant effect on small sample and nonlin-
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ear problems, and overcomes the shortcomings of
neural network over-learning and falling into local
minimum points. SVM-based fire detection over-
comes the shortcomings of traditional fire detec-
tion algorithms, improves fire identification rate,
and has high reliability. The research of this tech-
nology has important theoretical significance and
practical value in the field of fire detection.
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